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Abstract 

 
A robot arm utilized having meal support system based on computer input by human eyes only is 
proposed. The proposed system is developed for handicap/disabled persons as well as elderly 
persons and tested with able persons with several shapes and size of eyes under a variety of 
illumination conditions. The test results with normal persons show the proposed system does 
work well for selection of the desired foods and for retrieve the foods as appropriate as users’ 
requirements. It is found that the proposed system is 21% much faster than the manually 
controlled robotics.  
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1. INTRODUCTION 
There are some systems which allow computer input by human eyes only [1]. Just by sight, any 
desired key can be selected and determined with the system composed with a camera mounted 
computer display and the methods for gaze estimation with the acquired user face images [2]. 
The system allows users’ head movements using head pose estimation by using extracted 
feature points from the acquired face images and also estimate line of sight vector which defined 
a s the line which connects between pupil center and eyeball center [3]. Thus computer input by 
human eyes only can be done.  
 
There are 2.1 million of handicap persons (about 6%) in Japan. They can use their eyes; they 
cannot use their body below their neck though. By using the computer input system by human 
eyes only, they can take a meal through a selection of foods of which they want to have if they 
guide the robot arm by their eyes only. Using the system, users can control robot arms then users 
can bring foods of which they would like to have by their own choice. The current system allows 
to support having meal by retrieving not too hot drinkable foods and drinks with tube because it is 
not easy to feed the foods with folk (it is dangerous to get close the folk to user’s face) for disable 
persons.  
 
There are some meal feeding support systems using robotics [4],[5]. Most of the existing systems 
use joysticks for user interface and brain-machine interface [6]. There is commercially available 
meal feeding support system so called "My Spoon"

1
 by Secom Co., Ltd.[7]. It uses joystick and or 

button for operation of robot arm. Y.Kohya et al., proposed ultrasonic motor featured robot for 

                                                
1
 http://www.secom.co.jp/personal/medical/myspoon.html 
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meal feeding support system [8] while a meal feeding robot system with collaborative motions 
between robot arm and meal tray is also proposed [9].  
 
Assuming disable persons in this research cannot use their hands and arms so that joystick 
interface does not work. Brain-machine interface, meanwhile, insists users a psychological impact 
(Sensor heads have to be attached on their head and/or face). On the other hand, there is no 
such impact for the proposed computer input system by human eyes only. Robot arm utilized 
having meal support system with computer input system human eyes only has to be robust 
against illumination condition changes and a various types of users eye shapes as well as seeing 
capabilities. Experiments with a variety of conditions have to be conducted. 
 
In the next section, the proposed system is described followed by some experimental results with 
a variety of conditions. Concluding remarks and some discussions together with future works are 
described in the final section. 
 

2. PROPOSED SYSTEM 
The proposed system is composed with visible camera and HMD: Head Mount Display mounted 
glass and camera mounted robot arm. While user wears the glass, user can look at the outer 
world which is acquired with the camera mounted at the tip of the robot arm and also user’s eye 
and the surrounding images are acquired with the camera mounted on the glass. System 
configuration is shown in Fig.1. The only thing user has to do is to look at the desired foods on 
the tray of the meal displayed onto the screen in the HMD of computer screen. The specification 
of HMD, camera and robot arm are shown in Table 1, 2 and 3, respectively. Also outlook of the 
HMD and camera mounted glass and the camera mounted robot arm are shown in Fig.2 and 3, 
respectively.  
 

 
 

FIGURE 1: System Configuration of the Proposed System 



Kohei Arai & Kenro Yajima 

International Journal of Human Computer Interaction (IJHCI), Volume (2) : Issue (1) : 2011 3  

 
 

FIGURE 2: Outlook of the HMD and Camera Mounted Glass 

 

 
 

FIGURE 3: Outlook of the camera Mounted Robot Arm 

 
Pixel size SVGA(800 × 600) 

Assumed display distance 2m 
Assumed display size 60 inch 

Field of view 42 deg. 
Input RGB 

Working temperature 0 to 40 deg.C 
Size 28mm(W) × 35.24mm(H) × 56mm(D) 

Weight 20g 

 
TABLE 1: The Specification of HMD 

 
Sensor element 0.3 million of elements of CMOS 

Maximum pixel size 1280 × 960 

Maximum viewing angle 78 deg. 
Frame rate 320 × 240 for 30fps 
Frame rate 640 × 480 for 15fps 

 
TABLE 2: The Specification of Camera 

 
 
 
 
 
 
 
 
 
 
 
 
 




